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ABSTRACT
This paper reveals the characteristics of the reviews that encour-
age readers to watch the reviewed movie by analyzing large-scale
access log data. We assume that some of the reviews that users saw
just before they clicked the links to a streaming site contain factors
that help users decide whether they watch that movie. Our method
used a random forest classifier trained to determine whether a re-
view encouraged a movie-watching behavior. We conducted feature
importance-based analysis using three types of features: review
itself, item, and reviewer. We analyzed 70,000 user behaviors from
Yahoo! Movies (a movie review site in Japan) and Gyao! (a movie
streaming site in Japan). Through a cross-validation experiment,
the classifier was able to classify encouraging reviews with an F-
score of 0.78, and mainly the features about the item contributed to
the classification performance. An additional subjects experiment
confirmed that these features contribute to the review’s usefulness.
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1 INTRODUCTION
The total number of movies released by 2021 exceededs 570,000 1.
Assuming each movie is roughly two hours long, it would take 130
years to see all movies. No one can watch all these movies in his
or her lifetime. People need to continuously make quick decisions
about which movies to watch and which ones not to watch while
they are alive.

Online review sites are an essential information resource to help
us make such decisions in our daily life. We regularly read reviews
about products on shopping sites, about videos on streaming sites,
about facilities on maps, about schools, doctors, individuals, and so
on. On the other hand, not all of the reviews posted on these review
sites are useful for decision-making. Various people write reviews;
some arewell-written, some are useless. It is difficult to pick out only
the information that can be used efficiently for decision-making
from review sites.

Nowadays, there is a large number of reviews for each product.
It is clear that reading many reviews requires much time to make

∗Kakeru Ito contributed to this research while at Aoyama Gakuin University until
March 2020
1IMDb Statistics - Press Room - IMDb: https://www.imdb.com/pressroom/stats/

a decision. We consider estimating the helpfulness for decision-
making of a review by analyzing how the review encouraged users’
page transition. Many studies discussed the usefulness of reviews
and what characteristics make a review useful. However, in gen-
eral, these studies derive the degree of usefulness of a review from
whether readers clicked the “helpful” button [6, 18, 22]. The use-
fulness of these reader polls does not necessarily equate to their
ability to be used in actual decision-making. Consider when readers
will press the “helpful” or “unhelpful” button. For example, some
paid trolls may press the “helpful” button on a highly rated review
of a product they support as an act of stealth marketing. This kind
of voting behavior is not necessarily valuable for decision-making
from the average user’s perspective. Therefore, we suggest that
users not click the “helpful” button when they read a really useful
review. In this study, we assume that users who read really useful
reviews would purchase the product before clicking the “helpful”
button.

In this study, we analyzed actual large-scale log data in order
to estimate the degree that reviews are useful for decision-making.
First, we collected access logs of people actually watching movies
on the streaming site immediately after reading some reviews. The
actual access log was taken from Yahoo! Movies2, one of the biggest
online movie communities in Japan, and Gyao3, a well-known
movie streaming service in Japan, were used for the analysis (see
Figure 1). Next, we learned a random forest classifier that separates
the reviews that encouraged movie-watching behavior from other
reviews. Three different types of features represented a review;

• Features related to the review itself are characteristics con-
tained in an individual review, such as the review’s rating,
the style of writing, and the vocabulary used,

• Features related to the reviewed item (i.e., movie) that is
the subject of the review consists of metadata such as direc-
tor, movie category, and reputation such as the number of
reviews and the overall movie rating, and

• Reviewer related features are features of the reviewer who
wrote the review. They consist of information about the
reviewer’s experience, such as the number of reviews written
so far, and for how long they have been writing reviews, or
their grading bias.

2Yahoo! Movies: https://movies.yahoo.co.jp/
3Gyao! https://gyao.yahoo.co.jp/

https://www.imdb.com/pressroom/stats/
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Movie Information

Link to the Streaming Site

List of User Reviews

Figure 1: Screen shot of amovie detail page in Yahoo!Movies
in Japan (Movie images were masked due to the Copyright).
Users can move to the streaming site after reading reviews

In a random forest classifier, the contribution of each feature can be
calculated as the importance when performing classification. Fea-
tures with high importance are expected to be a substantial factor
in determining whether the review encourages people’s movie-
watching behavior. Finally, we conducted a subject experiment
with a questionnaire about reviews with these characteristics. Sub-
jects answered how much reading a review made them want to see
the reviewed movie.

There are two practical advantages to using such a classifier for
analysis. First, it can extract reviews that are actually encourag-
ing. Since the confidence of the classification results can rank the
extracted reviews, the review site will be able to show only the
reviews that are likely to be effective for decision-making. Second,
features with different ranges of values and forms of expression can
be compared integrally with their contribution to the classification.
Some review-related features take real values, such as the number
of characters, while others take discrete values, such as the number
of stars. These features cannot be directly compared or analyzed.

The structure of this paper is shown below. This section de-
scribed the background and purpose of our research. In section
2, related research fields with similar objectives and specification
techniques are introduced and discussed. Section 3 describes the
analysis method proposed in this research. Section 4 shows the
method and result of the actual analysis using real access logs of
Yahoo! Japan and Gyao. Section 5 describes the subject experiment
and its results. In section 6, we discuss the results, and in section 7,
we conclude and discuss future prospects.

2 RELATEDWORK
This study identifies reviews that induce consumption behavior by
using various features. This section introduces and discusses related
studies that target reputational information or eWOM (electric
Word of Mouse). We also introduce the features associated with

reviews (i.e., review targets, reviewers) and discuss the differences
and positioning of this research.

2.1 Review’s Usefulness
Many studies have been conducted to determine the relationship
between the characteristics of a review and its usefulness.

Zhou et al. [22] define the usefulness of a review as the degree
to which reading the review improves one’s ability to evaluate the
product. They categorize the features of reviews into two types:
numerical features and textual features. Furthermore, they discuss
the hypothesis that the two types of features influence each other.
As numerical features, they used metadata that the reader can
obtain before reading the text, such as the length of the text and
the rating. As textual features, they used information that can only
be obtained by reading the text, such as the text sentiment or the
average number of words in a sentence. Experiments showed that
longer reviews give readers more confidence and are more likely
to be deemed useful.

Among the numerical features of reviews, there have been many
studies on the relationship between rating and usefulness. However,
conflicting conclusions have been reported. Pan et al. [18] stated
that reviews with higher scores are more likely to be perceived as
useful reviews. On the contrary, Chua et al. [6] stated that reviews
with higher ratings are less likely to be perceived as useful reviews.

In contrast to these two results, Mudambi et al. [16] showed
that there is a non-linear relationship between the usefulness of
a review and its rating. They reported that reviews with high and
low ratings are less likely to be perceived as useful, and reviews
with average ratings are most likely to be judged as useful.

Other textual features, such as the polarity of the text sentiment,
have also been studied in terms of their effects on consumer pur-
chasing behavior [2, 5]. The inconsistent effect of text polarity on
the usefulness of a review has also been reported by Hao et al. [9] .

Hong et al. [10], in a meta-analysis of studies on the characteris-
tics that affect the usefulness of reviews [12, 19], showed that the
complexity of the review text and the time elapsed since the review
was posted might have a significant effect on the usefulness of the
review.

In a similar study on the usefulness of reviews, Chen et al. [3]
pointed out that reviews that are rated as “Helpful” by other users
have a more decisive influence on readers’ purchase intentions.
However, it is rare for ordinary users to click the “Helpful” button.
Therefore, it is also pointed out that the indicator of evaluation
from users is insufficient for judging usefulness [13, 21]. It has also
been pointed out that there is a bias based on the timing of the
posting of reviews. A newly posted review does not have enough
time to be evaluated by other users.

2.2 Effect of Review Target
In this study, the characteristics of the items to be reviewed are
also used for classification. For review sites, it is known that the
characteristics of the items affect the behavior of users.

In a survey of eWOM, Nelson et al. [17] proposed a method to
analyze two types of products, search goods and experience goods.
Following this analysis, Mudambi et al. [16] mention that the type of
product affected the usefulness perceived by review readers. Huang
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et al. [11] found a phenomenon that sentences including subjective
impression affect the reader’s usefulness judgment, and objective
reviews are judged as useless in the case of reading reviews of
experience goods. Luan et al. [14] conducted an experiment using
an eye-tracking device and compared the results with those of an
experiment using a questionnaire to verify the results presented
above. The results of gaze analysis showed that users’ browsing
behavior varies not only by product type but also by review content.

In this study, we analyzed movie reviews. It is difficult to judge
the content of a movie by its specifications and performance, and it
is impossible to evaluate its quality without experiencing it. There-
fore, it is close to an experience good, and as in these analyses,
we include subjective impressions and other characteristics. Also,
as with eye gaze, the analysis in this study is based on the actual
behavioral logs of users, not polls or questionnaires.

2.3 Reviewer’s Authority
In addition to the reviews themselves, the impact of the reviewer
on the reviews’ usefulness has been discussed. Connors et al. [7]
argued that when a reader judges the usefulness of reviews, a review
that suggests it is written by an expert tends to be judged as more
useful.

Studies have also been conducted on the relationship between
a review’s usefulness and the extent to which reviewers disclose
their profiles. The degree of disclosure and usefulness are known
to be positively correlated [1, 8]. As an example, Cheung et al. [4]
analyzed what kind of reviewers are trusted through a large-scale
survey. Depending on the data set used in the study, the amount of
profile information a reviewer can disclose varies.

Different services have different forms that can be filled out for
profiles, and in some cases, there are completely anonymous review
sites. In our study, which uses the Yahoo! Movies dataset, reviewers
cannot disclose much profile information. The readers can only
see review history, screen names, and such systematic information.
Thus, different review sites may have different opportunities and
tendencies to judge the authority of reviewers.

3 ANALYSIS METHOD
Ourmethod trained a random forest classifier that estimateswhether
a certain review induces a person to take action. This analysis
method can be used for general review sites, but we will explain
the method using movies as an example since we actually analyzed
movie reviews.

Three kinds of features can roughly characterize a certain re-
view; the information contained in a specific review, information
about the author who wrote the review, and information about
the movie that is the target of the review. The proposed method
transforms a given review into a feature vector of 149 dimensions.
Then, the number of people who actually watched the movie right
after reading the review was aggregated and assigned as the cor-
rect answer label. Nowadays, most review sites include a link from
the movie review page to the viewing page of an affiliated online
streaming site. The method measures the click-through rate of this
link, and extracts the reviews where an elevated ratio of readers
moved to the streaming site. We used them as encouraging reviews,
i.e., as positive examples for the training. Reviews in this dataset

Table 1: List of features in the review feature vector

Type Hyposesis Feature

Review itself Amount of information Text length 1
Title length 1
Spoiler tag 1

Readability # of words per sentence 1
Frequency of line breaks 1

Review content Impression tags 20
Topic 50
Overall grading 1
Rating by viewpoint 5

Popurality View count 1
# helpful 1

Item Metadata Running time 1
Release date 1
Title length 1

Item content Category 15
# of director’s films 1
Rating (age reccomendation) 1

Popularity Total # of reviews 1
# fav 1
# viewed 1

Reputation Total rating 1

Reviewer Enthusiasm # review posted 1
Total # of characters 1
# of movies watched 1
# of helpful clicked 1
Average # of characters 1

Informativeness % of reviews with spoiler tags 1
Average view count 1

Authority Grading variance by viewpoint 1
Average of tags attached 1
# helpful received 1

Total # dimension 149

were classified by random forest classifier, and the contribution of
each feature or set of features is analyzed.

3.1 Features of Review Itself
The first type of feature concerns the content of the review itself.
For example, the writing quality of the review itself is one of the
essential indicators of whether the review is useful for decision-
making. Therefore, we characterize the reviews by their amount of
information, readability, content, and popularity. We hypothesize
about each of these factors and represent them as 115-dimensional
feature values.

We focused on the amount of information contained in the re-
view. We used the number of characters in the review, the number
of characters in its title, and the spoiler flag as features focusing on
the information content of the review. The longer the review, the
more content it has. It is more likely to contain helpful descriptions.
The same goes for reviews with long review titles. The spoiler flag
is 0 or 1, indicating whether the review contains the story’s core.
Reviewers can arbitrarily set this flag when they submit a review.
The website does not display the text for posts containing spoilers
until the viewer clicks on it.

We considered the readability of the review; an easy-to-read
review must help readers make their decision [22]. Therefore, we
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Figure 2: Outline of our analysis method. We created dataset consist of 149 dimensional feature vectors of the reviews, and
the answer label that represent the encouragingness of a review.

used the length of a sentence (i.e., the average number of words in
a sentence, separated by periods or exclamation marks), and the
number of linebreaks as readability indicators.

To represent the content of the review, we used four features: The
impression tag, the topic of the words in the review text, the overall
rating, and the rating by individual perspectives. The impression
tag is a function that allows reviewers to add tags when they post a
review. Specifically, reviewers can select zero or more tags from 20
types. Tags contain both impressions and movie categories, such
as tearful, fantasy, and cool. Impression tags were used as binary
features of 20 dimensions.

To indicate what words are used in the text of the review, we
used LDA (Latent Dirichlet Allocation) to transform the words in
the text into topics consisting of 50 dimensions. LDA is a method
based on topic models and is commonly used for dimensionally
compression of document vectors. As a training corpus for LDA,
we used all review texts from our dataset.

Essentially, in LDA, a single document belongs probabilistically
to multiple topics. This set of features accounted for more than one-
third of the entire feature vector size in this experiment. Through
our preliminary experiments, we found that when each of the 50
dimensions took real values, the classifier tended to be affected by
the specific dimension in the topic, and the accuracy decreased. For
this reason, we assumed that a review sentence belongs to a single
topic and transformed the review content into a one-hot vector.

The rating of a review is also an important characteristic of the
content of the review. In this review site, the rating is represented
as the number of stars (i.e., from one star to five stars). A review
with five stars and a review with three stars are considered to have
different degrees of usability for decision making. Some of the re-
view sites allow reviewers to give a movie a score from individual
viewpoints in addition to the overall score. Our dataset has five
perspectives for a movie: story, cast, direction, visuals, and music.

Reviewers are giving a rating on a five-point scale for each per-
spective. These overall and point-of-view scores were treated as
features with one dimension each.

In addition, we also consider how popular the review is and how
much it has been viewed. Readers can also vote for a review by
pressing the “helpful” button when they find the review useful. In
many studies, this vote has been treated as an essential indicator.
Review sites have a view count that indicates how difficult the
review was to read. View count indicates the amount of interest
from non-explicit readers. These values are also included as features
since they are essential in determining whether readers believe the
review.

3.2 Features of Item
The information about the item reviewed, i.e., the movie, is also
expected to affect readers’ decision-making. How seriously people
read a review may depend on the movie’s popularity. The type of
review preferred may also differ depending on the genre and the
nature of the movie. For example, a concise review will make the
reader want to see an action movie. We used the movie’s metadata,
content, popularity, and reputation as features to represent a movie.

We used running time, release year, and length of title as features
to represent general information about a movie. Running time is
the movie’s length; most movies are about two hours long. The
release year was normalized from 0 to 1, since it is a value with
a range of about 100 years from 1900 onwards. The length of the
movie title was also used as a feature. We suspect that a short and
concise title may increase the need for a review because the content
cannot be predicted from the title.

Information about the content and quality of the movie is also
important. The category tag assigned to amovie is the most straight-
forward information about themovie’s content. In our dataset, there
are 15 movie categories: Sci-Fi, Fantasy, Action, Adventure, Anima-
tion, and so on. Some of these tags represent a story, and others



What Makes a Review Encouraging: Feature Analysis of
User Access Logs in a Large-scale Online Movie Review Site Conference’17, July 2017, Washington, DC, USA

represent a technique. Therefore, a single movie often has multiple
tags. The category information was expressed as binary features in
15 dimensions.

We additionally used information about the director of the movie.
For a movie taken by a veteran filmmaker, the quality and content
may be predicted without reading a review. Therefore, we included
the total number ofmovies that the director took in the features. The
movie rating is another feature we used to represent the content of a
movie. In general, there is a recommended age range for each movie.
In Japan, films are classified into four categories: G (for a general
audience), PG-12 (parental guidance recommended for children
under 12), R15+ (Restricted for under 15), and R18+ (Restricted for
under 18). We used it as a 1-dimensional feature taking values one
to four.

The popularity of the movie is also an important factor. We
used the total number of reviews posted for the movie as a simple
popularity measure. The review site we used for analysis allows
users to list the movies that they saw, and movies that they want to
see, without writing a review. We used these numbers as another
popularity measure.

The overall reputation is also considered to contribute to watch-
ing the movie. Therefore, we averaged the review ratings of all
reviewers for the movie as a 1-dimensional feature to represent the
reputation.

3.3 Features of Reviewer
The reviewer who posted the review is also an important piece
of information in determining whether the review is useful for
decision-making [7]. The reviewer’s profile and past posting ten-
dencies are related to the quality of the review. In addition, the
reviewer’s information may influence whether readers believe the
review or not. For example, some reviewers may write incendi-
ary reviews that spur people to action, even though they use the
same vocabulary. There may be reviewers with a large fan base
(e.g., professional critics who blend into amateurs on the review
site). Therefore, we characterize the reviewers into 10-dimensional
features by their enthusiasm, the informativeness of their posts,
and their authority.

Note that, in this analysis, we did not use reviewers’ personal
information such as age and gender, but only characteristics related
to the review behavior itself. This is because supplying personal
information is optional on many review sites, and the reliability
of this information cannot be verified. In addition, by using only
public review information but not personal information, our model
can be used with a wider range of review data.

As the first aspect of a reviewer’s characteristics, we focused on
their enthusiasm; how much the reviewer has actively contributed
to the review site. It has been pointed out that the amount of review
experience of a reviewer is related to his or her review ability [15].
As specific features, we used the total number of reviews and the
total number of characters as the amount of information in the
submitted reviews. On the review sites we analyzed, apart from the
number of reviews written, the number of movies the reviewer has
seen can be posted as a movie viewing record. Also, if the reviewer
has viewed many reviews, then that reviewer has a high interest
in this review site. Therefore, we included the number of times a

reviewer clicked the “helpful” button for someone else’s review in
the features.

As for the other characteristics of the reviewers, we focused on
informativeness that represents howmuch information each review
of that reviewer had. Specifically, the ratio of reviews with spoiler
tags among all reviews and the average number of words in the
reviews were used as features. Reviewers can add spoiler tags to
each review they write. Reviewers who put a lot of spoiler tags for
his or her reviews are more likely to have actually watched the
movie all the way through, and mentioned the movie’s scenario.

Finally, we quantify the reviewer’s authority, i.e., how much the
reviewer knows about the movie. For this purpose, we used the
grading variance for each viewpoint, the number of impression
tags, and the average of the usefulness they received. The variance
of rating by viewpoint was used to indicate the reviewer’s famil-
iarity with the movie [20]. Some reviewers may focus on only one
aspect of a movie to evaluate it. For example, some reviewers may
be interested only in the music. Reviews by such reviewers will,
for better or worse, influence the reader’s decision-making. The
variance of the average ratings for each viewpoint was used as an
indicator of the reviewer’s concern with the viewpoint.

4 ANALYSIS USING REAL DATA
In this study, we used the review data of Yahoo! Movies and the
access log of Yahoo! Movies to identify the reviews that contribute
to decision-making. This chapter describes the details of the dataset,
the actual analysis procedure, and the results.

4.1 Log Data Collection and Cleansing
The dataset used consists of review data from Yahoo! Movies, ac-
cess logs to each review in Yahoo! Movies, and access logs to the
streaming page in GYAO!. The logs were collected over a period of
61 days, from November 1, 2019, onwards and before December 31,
2019.

The access log of the review site consisted of user, movie, review,
and visit date and time. This is described for all visitors who ac-
cessed the movie during the period. The movie viewing log consists
of the user, the movie, and the date and time of the visit. Users visit
Gyao! not only from Yahoo! Movies but also from various other
sites such as search engines. Therefore, we extracted only the logs
where the user with the same user ID actually accessed both sites
in a short period of time.

For data cleansing on a per-user basis, we excluded the behavior
of users who had never watched a movie on Gyao!. This excludes
users who watch movies on other movie streaming sites and users
who do not watch movies on the Internet. By limiting the number
of users, we can analyze the difference between the actions that
encouraged Gyao! users to watch and those that did not.

Finally, we randomly selected 70,000 samples (i.e., a suitable
amount for handling and cross-validation). Note that the number
of users who moved from Yahoo! Movies to Gyao! is very low
compared to the number of users and accesses to these services.
The use of review sites is diverse. Some users want to know the
reputation of a movie they have seen, and some of the others read
reviews to purchase a DVD. Some users watch movies on streaming
sites other than Gyao!, even if the logs of users who have never used
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Table 2: Performance of the classifier and variants that use
limited features

Features 𝐹1 score

Review itself + reviewer + item 0.771
Review itself + item 0.786
Review itself only 0.568

Gyao! were excluded. In this experiment, for data collection reasons,
we had to consider that these behaviors were not encouraged.

4.2 Labeling Encouragingness
Wedefined the encouragingness score 𝑒𝑛𝑐 (𝑟𝑘 ) as the ratio of readers
who moved to the streaming site after reading a certain review 𝑟𝑘
to all readers who read review 𝑟𝑘 . The 𝑘-th review is expressed
as 𝑟𝑘 in 𝑅, where 𝑅 is the set of all reviews in the dataset. The
encouragingness score 𝑒𝑛𝑐 (𝑟𝑘 ) is defined as

𝑒𝑛𝑐 (𝑟𝑘 ) =
|𝑈𝑤𝑎𝑡𝑐ℎ (𝑟𝑘 ) |∑

𝑟𝑝 ∈𝑅 |𝑈𝑤𝑎𝑡𝑐ℎ (𝑟𝑝 ) |
− |𝑈𝑟𝑒𝑎𝑑 (𝑟𝑘 ) |∑

𝑟𝑝 ∈𝑅 |𝑈𝑟𝑒𝑎𝑑 (𝑟𝑝 ) |
(1)

where |𝑈𝑟𝑒𝑎𝑑 (𝑟𝑘 ) | is the number of users who read the review 𝑟𝑘 ,
and |𝑈𝑤𝑎𝑡𝑐ℎ (𝑟𝑖 ) | is the number of users who access the streaming
site after they read the review 𝑟𝑘 . Since 𝑈𝑤𝑎𝑡𝑐ℎ (𝑟𝑘 ) is a subset of
𝑈𝑟𝑒𝑎𝑑 (𝑟𝑘 ), 𝑒𝑛𝑐𝑟𝑘 falls between 0 and 1.

The value of 𝑒𝑛𝑐 (𝑟𝑘 ) is continuous. There are two ways to use
such a value as a correct answer label. One way is to set a threshold
and divide it to 0 or 1. The other way is to split using a fixed
percentile. In this analysis, we consider the top ten percent as
correct answers and the other 90 percent as negative examples. For
the random forest training, the same number of samples were used
from correct and negative examples.

4.3 Feature Analysis by Classification and
Cross-Validation

We classified these reviews into encouraging reviews and other
reviews using random forest. As the implementation of random
forest classifier, we used the existingmachine learning library called
scikit-learn4. First, we made two variant methods; one uses only
features of the review itself, while the other uses review and item
features. The performance of each method was calculated by five-
fold cross-validation. Classification and cross-validation were done
using the initial parameters of scikit-learn. The number of trees is
300, and the maximum depth of a tree is 10.

The classification result is shown in table 2. The best performing
classifier was the one that used the features of the review itself and
the item, with an 𝐹1 score of 0.786. On the contrary, the model using
all the features showed decreased accuracy. This indicates that the
features associated with the movie have a significant impact on the
classification performance of the review’s encouragingness.

Next, the importance of each feature of the classifier using all the
features was tabulated for each element of interest. In scikit-learn,
which was used in this experiment, the importance of a feature in
a random forest is the average of the importance of the nodes of

4scikit-learn:https://scikit-learn.org/

Table 3: Importance for each set of features.

Type Hypothesis Importance

Review itself Amount of information 0.056
(Total: 0.305) Readability 0.048

Review content 0.137
Popurality 0.064

Item Metadata 0.039
(Total: 0.425) Item content 0.117

Popurality 0.210
Reputation 0.059

Reviewer Enthusiasm 0.138
(Total: 0.273) Informativeness 0.052

Authority 0.083

Total 1.000

each decision tree that composes the forest for each feature. In a
random forest, multiple short decision trees are created, and not
all features are necessarily used in all trees. Let 𝑓𝑖 be the feature
value of the 𝑖-th dimension of the feature vector. For a node 𝑛𝑖 to
be classified by feature 𝑓𝑖 in a tree 𝑡 𝑗 , the probability of reaching
it is expressed as 𝑝 (𝑛𝑖 ) (this probability will be used as a weight).
Since the decision tree is a binary tree, the child nodes connected
to a node 𝑛𝑖 are divided into right and left, and denoted as (𝑛𝑖𝑟 )
and 𝑛𝑖𝑙 . The importance 𝑖𝑚𝑝tree (𝑛𝑖 , 𝑡 𝑗 ) of feature 𝑛𝑖 in tree 𝑡 𝑗 can
be represented as

𝑖𝑚𝑝tree (𝑛𝑖 , 𝑡 𝑗 ) = 𝑝 (𝑛𝑖 )𝑔(𝑛 𝑗 ) − 𝑝 (𝑛𝑖𝑟 )𝑔(𝑛𝑖𝑟 ) − 𝑝 (𝑛𝑖𝑟 )𝑔(𝑛𝑖𝑟 ) (2)

where impurity is represented by 𝑔(𝑛𝑖 ). For all the trees 𝑇 used in
that random forest classifier, the importance of a feature 𝑓𝑖 is

𝑖𝑚𝑝forest (𝑓𝑖 ) =
1
|𝑇 |

∑
𝑡 𝑗 ∈𝑇

𝑖𝑚𝑝tree (𝑛𝑖 , 𝑡 𝑗 ), (3)

i.e., the average of the importance of the feature in all trees.
The importance of each set of features is summarized in Table

3. In terms of the contribution of each set of features, features as-
sociated with the movie have the highest importance. The total
importance of the item features was 0.42. The importance of the re-
view content was the next highest at 0.30, and the reviewer-related
features were the lowest at 0.27. From the most important items,
we were able to deduce that the movie’s popularity is especially
encouraged by the readers’ movie-watching behavior. The other
important features were the reviewer’s enthusiasm and the content
of the review.

5 SUBJECT EXPERIMENT
In order to confirm whether the findings obtained by the feature
analysis are useful in the real world, we conducted a subject ex-
periment. In this experiment, we check whether the classification
results by Random Forest differ from the actual human feeling. For
this purpose, we collected reviews that were not used in training
(i.e., reviews for movies that were not distributed on the streaming
site), and classified them by whether they encourage readers to
watch the reviewed movie. Experiment participants were asked in a

https://scikit-learn.org/
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questionnaire whether reading the review had actually made them
want to see the movie.

5.1 Experimental Setting
We conducted a questionnaire-based study to analyze whether the
reviews that were determined by the classifier to be encouraging of
movie-watching behavior are actually considered encouraging to
participants. For the experiment, we selected the ten movies with
the highest box-office revenue in Japan in 2019. We used the trained
classifier to estimate the encouragingness of all the reviews posted
for each of these movies. We sampled the reviews by the confidence
score of the random forest classification: top five and bottom five.

The participants in the experiment were six university students.
The reviews extracted by the classifier were presented for partici-
pants in random order. Participants were asked to indicate for each
review whether they felt encouraged to watch that movie when
reading the review. They were asked to rate each review on a four-
point scale, from 1 (not encouraged) to 4 (well encouraged). The
review was presented in a stand-alone text format. In other words,
no metadata about the film and no information about the review’s
author was provided.

We compared the classification results of four methods: the pro-
posed method that includes all features, the variant method that
uses item information and reviews, the method that uses only re-
views itself, and a baseline method. The baseline method randomly
selects and ranks ten reviews from the entire set of reviews of a
movie without using any classifier.

5.2 Result
The score assigned by humans for each method is shown in Table 4.
Reviews estimated to be encouraging by the classifiers were rated as
more facilitative for humans than other reviews. These differences
were significant at 𝑝 < 0.01 as a result of validation by Student’s
𝑡 test. For the randomly selected reviews, there was no difference
between the top and bottom, as a matter of course.

Throughout, the average of reviews’ encouragingness score was
2.45 on our four-point scale. It suggests that most reviews on the
review site resulted in an evaluation of “slightly encouraged to see
the movie”. Focusing on the values, the method that best estimated
the encouraging reviews was the classifier that only used features
of the item and the review itself. The difference between the top
and bottom is also the highest at 0.88. This indicates that the classi-
fication results by this method and the degree of encouredingness
felt by the human are close. In contrast, the classifier using the
author’s characteristics disagreed with participants.

6 DISCUSSION
Overall, we were able to estimate whether the reader would actu-
ally go to the streaming site after reading the review by using the
features surrounding the review. Through the experiment where
we show the reviews estimated encouraging to the participants,
the classification results and the participants’ opinions generally
agreed. These results suggest that our method is able to correctly
extract reviews that encourage people’s viewing behavior.

Let us discuss the features of the movies that were judged to
be the most effective. From the comparison of classifiers (see table

2) and the importance of the features (see table 3), it was found
that the features associated with the movie contributed greatly
to the estimation of whether or not the movie encouraged movie-
watching behavior. This indicates that whether a person wants to
watch a movie is more influenced by the reviewed movie itself than
by the text of the review.

Among the features of the movie, the popularity of the movie
had the greatest effect. In other words, if a movie is popular, users
will feel compelled to watch that movie regardless of the content
of the reviews. The popularity of a movie has a larger impact than
other movie features (e.g., content, metadata). It is possible that
people judge whether to see a movie by its popularity, not by its
content. Among the features associated with amovie, the reputation
information of a movie has a relatively small impact. Even if a movie
is heavily criticized in reviews, people may still watch it if it is a
famous movie.

Here we need to consider the way movie review sites are used.
People may first decide which movie to watch and then go to the
review site to check the reviews. Or, they may somehow find the
movie they want to see by looking at reviews for various movies
and then go to the streaming site if there is a link. Since the usage of
review sites is different for each person, additional analysis which
focuses on individual users is needed in the future.

Next, we discuss the features of the review contents. Even with
a classifier that uses only the features inherent in the review for
classification, we were able to extract reviews that entailed viewing
with an accuracy of 𝐹 = 0.57. From the importance of the features
shown in table 1, the features related to review content had the
greatest effect for encouraging movie-watching. The features with
the highest importance were the grades of each viewpoint, followed
by the topic of the review text. This indicates that users may pay
attention to the viewpoint when reading reviews. For example, a
user who is interested in music might look at the grades related to
music, and then read the sentences related to music in the review
text.

In addition, we found that the amount of information in the re-
view did not have much effect onmovie viewing behavior. From this
result, we can deduce some tips for writing reviews that encourage
people. That is, it is futile to spend the effort to write lengthy, infor-
mative reviews. Reviewers should pay attention to the viewpoints,
and review the film from each viewpoint.

Finally, we also found that there is still room for improvement
in the method. The label of correct answers seems unnatural. The
negative examples in the behavioral logs may include people who
have already seen the movie or users of another streaming site. In
addition, the dataset contained movies that were seen by many peo-
ple and movies that only a few people saw. These factors may give
some biases to our dataset. The dataset itself needs to be analyzed
and cleansed. We analyzed only two months’ worth of logs (in con-
sideration of privacy protection). Therefore, there is a possibility
that major movies that are released during that period may have
affected the results. Long-term analysis is desired in the future.

7 CONCLUSION
Using a large-scale access log of an actual online movie review
site, we analyzed the characteristics of the reviews that encouraged



Conference’17, July 2017, Washington, DC, USA Ito et al.

Table 4: Result of the subject experiment if the review encourages the participant to watch the reviewed movie released in
2019 (* means the statistically significant difference of 𝑡 test; * 𝑝 < 0.05, ** 𝑝 < 0.01)

title All features Review itself + item Review itself only Random
Top 5 Bottom 5 Top 5 Bottom 5 Top 5 bottom 5 Top 5 Bottom 5

Kingdom 2.90* 1.70 3.50** 1.20 3.40* 2.50 2.90 2.70
Toy Story 4 2.90 2.70 1.40 2.40 1.70 1.60 1.40 1.60

Detective Conan 1.90 2.10 2.60* 1.50 2.60* 1.40 2.20 1.90
ONE PIECE: STAMPEDE 2.70** 1.90 3.20** 1.70 3.10* 2.20 3.10 2.40
Weathering with You 2.50** 1.80 2.80 2.40 3.60** 2.10 3.50 3.60
Avengers: Endgame 2.40 2.00 2.50* 1.50 2.40 2.20 2.20 2.90

Aladdin (2019) 3.10** 1.40 3.20* 2.20 2.60 3.00 2.50 2.60
Star Wars Ep. 9 2.10 1.70 3.20** 1.70 2.60 2.50 2.10 2.00

Frozen II 2.70* 1.60 3.00 2.60 3.30 3.00 2.90* 2.30
The Lion King (2019) 2.20 2.60 3.00 2.40 3.00* 2.00 3.20* 2.60

average 2.54** 1.95 2.84** 1.96 2.83** 2.25 2.60 2.46

readers to watch a movie after reading a review of the movie. We
focused on the users’ page transitions from the review site to the
movie streaming site after they read the review. For the analysis,
we used a random forest classifier trained to determine whether a
review caused a movie-watching behavior. We conducted feature
importance-based analysis using three types of features; features
of the review itself, features about the item, and features of the re-
viewer.We used the actual access log of Yahoo! Movies Japan (one of
the biggest movie review sites in Japan) and Gyao! (a movie stream-
ing site operated by Yahoo! Japan). Through the cross-validation
experiment, the classifier was able to classify encouraging reviews.
In particular, features related to the movie’s popularity were shown
to affect the encouragement of people’s movie viewing. A subject
experiment confirmed that these features contribute to the review’s
usefulness.

The contribution of this study is that we made it possible to
discover encouraging reviews from actual access log, and that the
popularity of the movie and the author’s review experience affected
the readers’ decision-making process. As future work, we need to
evaluate whether classified reviews actually encouraged users. We
will be able to conduct A/B testing-based user experiments using
our results. Application is also an important technical issue. For
example, when a reviewer posts a new review, the system could
display advice that says, “Your review will be better if you change
here .” These would be of great help in improving the quality of
review sites.
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