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ABSTRACT
This paper proposes a new method of supplementing the context
of short sentences for the training phase of Doc2Vec. Since CGM
(Consumer Generated Media) sites and SNS sites become wide-
spread, the importance of similarity calculation between a given
query and a short sentence is increasing. As an example, a search
by the query “sad” should find actual expressions such as “I needed
a handkerchief” on a movie review site. Doc2Vec is one of the most
widely used methods for vectorization of queries and sentences.
However, Doc2Vec often exhibits low accuracy if the training data
consists of short sentences, because they lack context. We modified
Doc2Vec with the hypothesis that other posts for the same topic (i.e.
reviews for the same movie in online movie review sites) may share
the same background. Our method uses target-topic IDs instead of
sentence IDs as the context in the training phase of the Doc2Vec
with the PV-DM model; this model estimates the next term from a
few previous terms and context. The model trained with item IDs
vectorizes a sentence more accurately than a model trained with
sentence IDs. We conducted a large-scale experiment using 1.2 mil-
lion movie review posts and a crowdsourcing-based evaluation. The
experimental result demonstrates that our new method achieves
higher precision and nDCG than previous Doc2Vec variants and
traditional topic modeling methods.
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1 INTRODUCTION
The present-dayWeb can be seen both as a collection of fragmented
sentences and as a set of documents. Due to the rise of CGM (Con-
sumer Generated Media) sites and SNS (Social Networking Service)
sites, many people frequently post a large number of short sentences
on the Web. The Web contains many by-products of communica-
tion and short posts of self-expression. Following such change of
property of the Web resources, the importance of similarity calcu-
lation between short sentences and queries is increasing. Most of
the existing search algorithms mainly target larger documents, but
there are few suitable algorithms for searching Web resources with
a lot of fragmented sentences.

Doc2Vec [6] is one of the most popular methods to vectorize
sentences and to calculate the similarity between sentences and a

query. However, Doc2Vec exhibits low accuracy in learning short
sentences because short sentences do not provide enough context.
This paper proposes a method to supplement for the lack of context
during the training phase of Doc2Vecwhen learning short sentences
from the social sites. Posts in such kinds of sites generally have a
target-topic. For instance, a social media post often contains one or
more hashtags, a review in an online review site has a target item,
and a comment in an online discussion forum has a news article as
the topic. Here we introduce the term “target-topic” for the objects
or referents of these sentences. We modify Doc2Vec by using target-
topics as an additional context for training the Doc2Vec network.
The expectation is that this allows to exploit the similarity between
sentences that relate to the same target-topic, and will therefore
improve search accuracy.

A typical application is movie search using reviews: Imagine you
want to watch a movie that makes you feel nostalgic. Using the
search term “nostalgic”, it should be possible to find reviews with
contain text fragments such as “brings back memories” or “reminds
me of my childhood”. Using vectorization including target-topics,
we significantly improve the accuracy of the similarity calculation
between queries and target sentences.

Details of the new method are given in Section 3. Section 4
describes the experimental setup and Section 5 provides the results
to show the effectiveness of using target-topics.

2 RELATEDWORK
We introduce related work from the viewpoint of our proposed
method and our application.

Our method is an instance of information retrieval with dis-
tributed expressions. There are many methods using Word2Vec or
Doc2Vec to find information from social sites. Van Gysel et al. [10]
also used Doc2Vec models for short sentences in the social sites. It is
active research field that tackle short sentences in social sites, Trieu
et al. [9] propose a method for tagging and classifying news infor-
mation posted on Twitter and searching for similar news. Neither
of these use target-topics to improve search accuracy. Zuo [13] et.al
uses the external information to vectorize short sentences in social
sites for probabilistic topic models. Our method also uses external
context for Doc2Vec-based vectorization. The main difference is
that we use target-topic as an external information; our method
does not need any ontologies or dictionaries.



iiWAS2019, pre-print, author version Kurihara, et al.

Online Review Site (I, R, S, T)
Reviews Items

Review r11

Item  i1

Item  im

Review r12

Review rmj

Sentence s111

Sentence smjk

Term t1111 t1112

t1211 t1212 t1221

t1121 t1122

Term tmjkn

s112

s121 s122

(Target Topic)

Figure 1: Site structure of a typical online review site. Every
sentence points to one item (target-topic).

Online review analysis is the second research field strongly re-
lated to our proposal. Online reviews are a powerful information
resource for item retrieval [5], recommendation [11], decision sup-
port [3, 12], and so on. Singh et al. [7] and Bader et al. [1] focus
on expressions and sentiments in reviews. Jo et al. [4] propose a
method that automatically detects the combination of various as-
pects and polarities in reviews. Tan et al. [8] propose another way
to find short sentences which have the similar sentiment. There
are two advantages of our method when compared to previous
research. It can search for sentences with any aspects, not only
sentiments but also story patterns or genres. Also, it does not need
preparing a sentiment label dictionary in advance.

3 TARGET-TOPIC AWARE DOC2VEC
Overall, our proposed method is a variant of the PV-DM (Paragraph
Vector Distributed Memory) model of Doc2Vec. First, a two-layer
network is trained through the task of estimating the next term
in a sentence from its context. In the original PV-DM model, a
separate context is used for each sentence. We modify this by using
the target-topic as the context for all sentences about this target-
topic. Second, each sentence is vectorized using the trained network.
This step is the same as in the original model, but as a result, the
granularity is different for the training step and the vectorization
step.

To explain the details of our new method, we use an online
review site as an example; it is one of the most typical examples of
a CGM site. Online review sites have a common structure as shown
in Figure 1. In this example, we call target-topic of a review as “item”
for clarity. A review site consists of items (target-topics) I , reviews
R, sentences S and terms T . Each item im is discussed by a number
of reviews. Each review rmj for item im consists of a number of
sentences. Each sentence smjk is a sequence of terms denoted by
tmjkn . The goal of our method is to vectorize smjk accurately. For
that purpose, our method uses item im as the context of smjk .

As shown in Figure 2, we modified the input vector for training
as follows:

v(tmjkn ) =
(
vonehot(im ),w2v(tmjk (n−w )), · · · ,w2v(tmjk (n−1))

)
(1)

Arbitrary dimensional middle layer

One-hot vector
of Item

Distributed representation vector of the term

Distributed representation 
vector of the term

Distributed representation 
vector of the term

tmjkn

tmjk(n-2)im tmjk(n-1)

Figure 2: Input and output of training with window size 2.
The color depth of each cell reflects the value of each dimen-
sion.

wherew is the window size, w2v(t) is a distributed expression of
term t obtained by using Word2Vec, and vonehot(im ) is the one-hot
vector for item im . The p-th dimension of vonehot(im ) is defined as
follows:

vonehot(im )p =

{
1 if p =m,

0 otherwise.
(2)

It uses one-hot vector about the item instead of about the sentence.
Next, our method vectorizes all the sentences in the dataset by

using the trained network. The vectorization procedures are the
same to the previous Doc2Vec. The values of the middle layer are
used as the vector of a sentence in the vectorization phase. When it
was used for the search, a query is vectorized with the same trained
model. To vectorize a certain short text, it uses the input vector
v(tmjkn ) that contains an m-dimensional zero vector instead of
one-hot vector. The vectorizations of the sentences in the dataset
and the query are then used for similarity calculation (e.g. cosine
similarity).

4 EXPERIMENT
We verified the usefulness of the proposed method by an experi-
ment using movie reviews. Movie reviews are a typical application
which can benefit from the proposed method. We compared our
new method against three baseline methods. Since our final goal
is to make a comfortable item search system based on reviewers’
opinions, we evaluated methods with the metrics and the mea-
surement used in information retrieval research. For 10 queries
prepared in advance, we retrieved actual movie review sentences
that have similar meanings to the queries. After ranking the sen-
tences, a crowdsourcing questionnaire was used to evaluate the
degree of matching between the query and a selection of sentences.
In addition, we qualitatively evaluated the variability of expression
in the actual search results.

4.1 Dataset
We used actual movie review data posted on Yahoo! Movies, one
of the biggest online movie review site in Japan. We created movie
review dataset which consist of 3,245 movies. Each movie in the
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dataset has 300 or more reviews. The dataset contains approxi-
mately 1.3 million reviews, and approximately 12 million sentences
in total.

We preprocessed the data to make it suitable for Doc2Vec. All
sentences were separated into words using a Japanese morpholog-
ical analyzer. This is an important step because Japanese text is
written without spaces between words. Word classes were limited
to nouns, adjectives, and verbs. This is different from most other
research, where only nouns are used. The reason for this difference
is that information such as emotions and impressions at the time
of watching a movie, and the situation suitable for watching the
movie are also important.

4.2 Evaluated Methods
Four methods were prepared for evaluation. The details of the four
evaluated methods are as follows:

• TTA-D2V: Target-Topic-Aware Doc2Vec is the proposed
method described in Section 3.

• plain-D2V: Plain Doc2Vec [6] is a baseline method using
Doc2Vec without any changes.

• LSI: Latent Semantic Indexing [2] is a baseline method using
topic modeling. We selected this method because LSI is con-
sidered more suitable for short sentences than probabilistic
topic models (e.g. pLSA and LDA).

• random: RandomExtracting ranks sentences randomly from
the dataset for any query.

As a Doc2Vec implementation, we used gensim1 for the proposed
method and plain-D2V. The vector size is 200 and the window
size is 7. All other learning parameters are the default values of
gensim. The number of topics (vector size) for LSI is 200, equal to
the methods using Doc2Vec.

Note that, because of high memory requirements, it was not
possible to calculate plain-D2V and LSI on the whole dataset. For
these two methods, the data was randomly reduced to a 10% subset.

4.3 Queries
For the evaluation experiment, we selected 10 queries. The selected
queries were derived from tags on movie review sites, categories of
movie information sites, and feature articles about movies. Table 1
shows the selected queries and their features. Each query can be
roughly classified into three types: representing the scene drawn by
the movie, representing emotions and impressions that people have
when watching the movie, and representing a situation suitable for
watching the movie. These queries were used with each method,
and a review sentences with high similarity were retrieved.

4.4 Relevance Labeling with Crowdsourcing
We used Yahoo! Japam Crowdsourcing, that is a well-known Japan-
ese crowdsourcing service, for labeling the search results. The par-
ticipants were asked to score the similarity between the shown
query and the sentence on a scale from 1 to 4: completely different,
slight different, slight similar, and completely similar.

The number of questions was 100 for each of 10 queries and for
four methods, resulting in a total of 4,000 questions. Because the

1https://radimrehurek.com/gensim/

Table 1: Queries used for movie review search task
(translated from Japanese)

Query Type
surrealistic movie

surprise ending contents
familial love
near-futuristic

makes me relaxed viewer
makes me sad sentiment

makes me nostalgic
makes me want to

go on a trip
suitable for a date situation

rewatchable

aim of the method is to find expressions different from the query,
sentences which contain the query term itself were removed from
the search results.

Sentences used for the questions were sampled from the 500
top-ranked results for each of the four methods. The sampling rate
was set high in the top part of the ranking, and lower further down.
In addition to all of the top 30 sentences, 30 sentences from rank
31 to rank 100 and 40 sentences from rank 101 to rank 500 were
randomly selected.

5 RESULTS
This section describes the experimental results from the view points
of precision, ranking, and expression diversity. In the experiment,
16,000 answers were collected from 298 crowd workers.

The precision of rankings retrieved by each method is compared.
A sentence with an average score of 2.75 points or more for the
four answers is defined as relevant. Table 2 shows the precision at
100 and precision at 500 of each method. A precision of 0.07 for
random extraction means that the dataset contains around seven
percent of correct answers. The method proposed and LSI archived
higher precision than the other methods. The new method shows
significantly higher precision than LSI (p = 0.00 on Welch’s t test).
Figure 3 shows the precision in each section of the rankings. The
proposed method has the highest precision both in the top ranks
and in total.

The ranking accuracy of eachmethod was evaluated using nDCG
(normalized Discounted Cumulative Gain). As table 2 shows, the
proposed method has a higher nDCG score than the other methods.

Expression diversity of the sentences in the results is also an
important factor. As an example, Table 3 shows the top five search
results of our new method and of LSI for the query “makes me sad”.
The precision of both methods is almost the same for this query,
but our method found more diverse expressions.

6 DISCUSSION
The experimental results show that ourmethod is significantlymore
accurate than other methods. This can be attributed to one of two
reasons, or a mixture of both. First, our new method may be more
precise because it uses target-topics as contexts. Second, LSI and
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Figure 3: Precision for each method and ranking section

Table 2: Precision and nDCG (Average of 10 queries)

p@100 p@500 nDCG
TTA-D2V 0.45 0.43 0.74
plain-D2V 0.31 0.29 0.65

LSI 0.36 0.32 0.67
random 0.08 0.07 0.51

Table 3: Top 5 results for proposed method (TTA-D2V) and
LSI for the query “makes me sad” (translated from Japan-
ese).

Method Rank Sentence Relevance

TTA-D2V 1
Sentimental people

and those who like dogs
need a handkerchief.

3.75

2 This moved me to tears. 3.25
3 I sobbed. 3.75
4 You need a handkerchief. 3.50

5 People are in tears,
but I can’t understand. 2.25

LSI 1 Let’s all just cry. 3.25

2 I cried, laughed,
and was impressed. 3.00

3 Cry!! 2.00
4 I cried. 4.00
5 I cried during the song. 3.50

plain-D2V may be less precise because they use a smaller dataset,
which results from an explosion of the number of dimensions. A
more detailed analysis is needed. In any case, our proposed method
is likely to be useful for the vectorization of short sentences with
target-topics.

With respect to the type of query, Table 4 shows that LSI ob-
tained higher precision for three queries. In the case of the queries
“surprise ending” and “familial love”, LSI found a few effective syn-
onyms for the query (i.e., “last scene” for “surprise ending”). This
shows that LSI is useful for tasks which can be solved by using

synonyms. For one query, “makes me want to go on a trip”, the
precision of the proposed method was not very high. Table 5 shows
the example of sentences in the top search results for the query
“makes me want to go on a trip”. For queries which consists of a
sequence of general terms, Doc2Vec and its variants tend to produce
a vague vector. Further improvements may be possible by selecting
the method based on the type of query.

7 CONCLUSION
This paper proposed a Doc2Vec-based method to vectorize short
sentences included in social sites. By focusing on the target-topic,
the proposed method can supplement the context of short sentences
for the training phase of Doc2Vec. Through a large-scale evalua-
tion with actual movie review data, we showed that our method
produces better ranking quality and more diverse results.

A more detailed analysis is needed to understand the advantages
of our new method better. This includes comparing the methods by
using a dataset of the same size for all methods. The application is
also important. We plan to verify the usefulness of our method in
other fields. We will also seek advanced ways to use the vectorized
sentences, such as embedding for deep learning.
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